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Preface

This is the third and probably last book in the Practical Handbook of Genetic
Algorithm series. The first volume dealt with applications, the second with new
work in the field, and the present volume with computer code. I believe this set
of three volumes completes main sections of the field that should be addressed,
but I would be happy to be corrected on that score by anyone patient enough to
let me know what other sectors should be covered.

Given the feedback I have received from readers of the two previous
volumes, I am happy to present this third volume in the series to those who have
an interest in the field. It presents computer code segments that can be
downloaded from the CRC Press website and used by those undertaking
research and/or are building real-world applications in the GA arena. It also
contains detailed chapters covering the code and offering in-depth explanations
and examples on the use of that code. A few chapters have been included
because of their new/quirky uses of GAs; I believe readers will benefit from
their content and perspectives. The remaining chapters contain material that is
of more traditional value. They cover "problems" that are real and often
encountered in the field.

I have not tested the code. You will need to do that either on your own or in
collaboration with the author/s or others, if necessary.

The main reason for development of this volume was the apparent paucity of
material containing GA code in a single reference volume. There are a few
books, papers, and articles that have code segments but not a single work that is
dedicated to it. There was perceived to be a need for a reference that offered an
array of code covering a number of applications. This book responds to that
need and is designed to be of value to programmers who do not want to start
from the beginning in developing solutions to particular problems but would
rather have a work to which they can refer for code to start the process in a
serious manner or where a particular problem solution or computation approach
is sought.

The code presented by each author is available at the CRC Press website at:
www.crcpress.co m and is available for downloading at no cost.

There is much to absorb and understand in this volume. If you have any
particular queries on any of the material, contact details are given for each
author on the first page of each contribution. Don't hesitate to get further help
from the "horses mouth". Each of the authors would be happy to help; they are
as proud of their contribution as I am to have edited them.

Hopefully, the chapters will also lead readers to new understandings and
new ventures. There is still much work to be done in the application of GAs to
the solution of problems that have, until now, been considered relatively
intractable. The value that the GA fraternity has brought to academic, business,
scientific, and social systems in the few years we have been in practice is
something we should all view with pride. I do!

We are a young field with far to go and much to do and contribute. In less
than three decades we have made a significant impact in many areas of human
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struggle and achievement and will continue to do so into the foreseeable future.
It is my hope that this book will contribute to that progress.

I am very proad to have been able, with the help of CRC Press and their
excellent and very supportive staff (I must particularly thank Nora and Bob -
many thanks for all your help and support), to have had the opportunity to edit
these three volumes and to have developed associations with authors of the
chapters and some readers.

Lance Chambers
Perth, Western Australia
26th Sept, 1998

Ichambers@ transport.wa.gov.a u

NOTE: Against the advice of my editor (even editors have editors) I have not
Amercianised (sic) the spelling of English spelling contributors. So as you read
you will find a number of words with s's where many may have expected z's
and you may also find a large number of u's where you might least expect them
as in the word 'colour' and 'behaviour'. Please don't be perturbed. I believe
each author has the right to see their work in a form they recognise as theirs. I
have also not altered the referencing form employed by the authors.

Ultimately, however, I am responsible for all alterations, errors and omissions.
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For Jenny, Lynsey, and Adrian
Thanks for the time and support.

All my love, Lance.
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